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Abstract—The coupled stochastic channel interferences can
lead to intermittent connectivity and invalid fragment trans-
missions, which pose a significant challenge to guarantee the
reliability of computation offloading. A wide variety of conven-
tional approaches to making offloading decisions are based on
the fundamental condition that channels are sufficiently reliable
for completing each transmission session. However, the reliability
that a user can successfully offload a computation task before a
restricted deadline remains unexplored under the interference
channels. In this letter, we focus on the Nakagami-m fading
channel and propose an analytical framework to characterize
the reliability of computation offloading with the restrictions of
application deadline and offloading data size in the presence
of coupled stochastic interferences. A lower-bound offloading
reliability capturing coupled randomness is theoretically derived.
Based on the analytical framework, we further propose an ad-
mission control method for users to make computation offloading
decisions. Simulation results verify our theoretical framework
and show the superior performance of the proposed method over
other benchmark schemes in terms of guaranteeing reliability.

Index Terms—Mobile edge computing, computation offloading,
Nakagami fading, wireless interference, admission control.

I. INTRODUCTION

MOBILE edge computing (MEC) has been considered
as an emerging paradigm for enabling a wide vari-

ety of existing and envisioned application scenarios. In any
MEC-enabled systems, the decision-making of computation
offloading is critical for their practical realization [1]. Many
researchers are currently engaged in developing innovative
computation offloading solutions such as the successive convex
approximation (SCA) methods [2], the reinforcement learn-
ing or stochastic learning based methods [3]–[5]. Besides,
game-theoretical approaches, such as the partially observable
stochastic game [6], the Stackelberg game [7], the hierarchical
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game [8], and the stochastic game [9], have also been exploited
to design a Nash-equilibrium solution for multi-user compu-
tation offloading in diverse resource-limited environments.

Meanwhile, reliability is an important requirement for data-
massive and latency-aware end-to-end communications be-
tween end users and their targeted network edges. There are
many factors needed to be handled for practically guaranteeing
the reliability of computation offloading, among which the
coupling, stochastic, and dynamic nature of physical-layer
wireless interferences is the fundamental but most significant
challenge. However, the coupled stochastic interferences from
the physical layer has been largely neglected in most existing
literature [2]–[9] and therein. Despite many state-of-the-art
decision-making paradigms developed with well-known learn-
ing and optimization theories, few research efforts have been
made to theoretically characterize the reliability of computa-
tion offloading and incorporate the reliability into decision-
making in the presence of coupled stochastic interferences.

In this letter, we focus on the reliability modeling by
capturing coupled stochastic interferences. Specifically, we
exploit the commonly-adopted Nakagami-m distribution to
model the small-scale fading of radio propagation due to the
fact that it is shown to well capture the channel fading in
various high-mobility wireless communication networks, such
as vehicular networks [10], [11], unmanned aerial vehicles
(UAV)-assisted networks [12], [13], multiple-input multiple-
output (MIMO) and code division multiple access (CDMA)
networks [14], [15]. Besides, the Nakagami-m distribution can
also represent two specific cases such as the Rayleigh and
Rician fading since it has high flexibility in channel modeling
via tunning the parameter m. Based on the above channel
model, we develop an analytical framework for the reliabil-
ity of computation offloading. An admission control method
based on a derived reliability bound is proposed to make
effective computation offloading decisions while guaranteeing
its success probability under both the deadline and demand
restrictions. Simulations have also been conducted to show its
effectiveness and superior reliability over benchmark schemes.

II. SYSTEM MODEL

We focus on a general small-scale fading environment
where the fading of radio propagation and the fluctuations of
the signal envelope at receivers can be well characterized by
the Nakagami distribution with parameter m. To be specific,
let a random variable Si be the received signal envelope
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from an end transmitter i of a computation offloading session,
which follows a Nakagami distribution with two characteristic
parameters (mi, ωi). The probability density function (PDF)
of Si is given as follows

fSi
(s;mi, ωi) =

2mmi
i

Γ (mi)ω
mi
i

s2mi−1 exp

(
−mi

ωi
s2
)
, (1)

where mi ∈ [0.5, 5] denotes the fading parameter, ωi denotes
the average power of the received signal envelope, and Γ(mi)
is the Gamma function Γ(mi) =

∫∞
0
xmi−1 exp(−x)dx [10]–

[15]. Let Pi be the random received power from transmitter i
and its PDF be fPi

(p). The relationship between the received
power and the received signal envelope is Pi = S2

i . At this
point, we have the following lemma:

Lemma 1: The received power Pi follows a Gamma dis-
tribution and the PDF of Pi can be derived as fPi

(p) =
1
2p
− 1

2 fSi
(
√
p;mi, ωi), i.e., Pi ∼ Gamma(mi, ωi).

Let a random variable Ij denote the interference power of j-
th concurrent offloading session in close proximity to transmit-
ter i and j ∈Mi, whereMi denotes the set of total physical-
layer stochastic interferences to i’s computation offloading.
The sum of stochastic concurrent interferences received at i is
then Yi =

∑
j∈Mi

Ij . As in the Nakagami fading environment,
each power interference Ij also follows a Gamma distribution
with another parameters (mj , ωj) different from i’s, i.e.,
Ij ∼ Gamma(mj , ωj). Let Mi = |Mi| be the cardinality
of Mi. For the sake of the generality, we consider that
Mi stochastic interferences are independently non-identically
distributed, i.e., mj′ (ωj′ ) may not be identical to another
one mj′′ (ωj′′ ) for j′ 6= j′′ and j′, j′′ ∈ Mi. Denoting the
background noise power of i by N2

i in the Nakagami fading
channel, we can formulate the signal to interference plus noise
ratio (SINR) of the computation offloading link associated
with i as follows

φ(Pi, Yi, Ni) =
Pi

N2
i +

∑
j∈Mi

Ij
=

Pi
N2
i + Yi

, (2)

which is indeed a compound random variable that incorporates
the coupled stochastic dynamics of the concurrent interfer-
ences Yi, the i’s received power Pi, and the noise power N2

i .
Lemma 2 ( [16]): Given Ij ∼ Gamma(mj , ωj) for j ∈Mi

and let fYi(y) denote the PDF of Yi, fYi(y) is expressed by

fYi
(y) = C

∞∑
k=0

aky
α+k−1 exp

(
− y
b1

)
b
(α+k)
1 Γ(α+ k)

, (3)

where the parameters are given as α =
∑
j∈Mi

mj , bj =
ωj

mj
,

b1 = minj∈Mi
{bj}, C =

∏
j∈Mi

(
b1
bj

)mj

and

a0 = 1;

ak+1 =
1

k + 1

k+1∑
s=1

 ∑
j∈Mi

mj

(
1− b1

bj

)s ak+1−s

k = 0, 1, . . .

(4)

In addition, given an observation on the noise power N2
i as

σ2
i , i.e., N2

i = σ2
i , and let Zi = σ2

i +Yi, the PDF of the linear
combination, fZi

(z), is fZi
(z) = fYi

(z − σ2
i ).

Based on Lemmas 1 and 2, we further derive the following
results. The proof of Theorem 1 is detailed in Appendix C
available in the online supplementary material.

Theorem 1: Let fSINR(φ;σi) denote the PDF of the SINR
φ(Pi, Yi, Ni) under the condition that N2

i is observed to be
N2
i = σ2

i . fSINR(φ;σi) can be formulated as follows

fSINR(φ;σi) =

∫ +∞

−∞

|z|fSi

(√
zφ;mi, ωi

)
fYi

(
z − σ2

i

)
2
√
zφ

dz.

(5)
For the practical system implementation, the time horizon is

discretized into a series of slots each with the duration of ∆τ .
Each time slot is indexed by t. We also consider to capture
the stochastic dynamics of the received noise power N2

i into
the offloading decision-making. For this goal, let N2

i (t) be the
noise power in time slot t, and we quantize it into n different
levels, i.e., N2

i (t) ∈ {σ2
i,k, k = 1, 2, . . . , n} where σ2

i,k is the
noise power level in the k-th state, and model the stochastic
transition between any two levels by a Markov chain with
n states as shown in Figure 1. The transition probability of
the noise power N2

i from σ2
i,k′ to σ2

i,k′′ during time slot t is
denoted by pi,k′′,k′ = Prob{N2

i (t) = σ2
i,k′′ |N2

i (t−1) = σ2
i,k′}

for k′, k′′ = 1, 2, . . . , n. At this point, we let Pi denote the
transition probability matrix, i.e., Pi = [pi,k′′,k′ ] ∈ Rn×n,
and βi = col{βi,k, k = 1, 2, . . . , n} denote the steady state
probability vector, where the element βi,k is the steady state
probability that the received noise power N2

i is in the k-th state
with the amplitude of σ2

i,k. By using Markov chain theory, we
can obtain the steady probability distribution βi by solving

βT
i Pi = βT

i , βT
i 1 = 1. (6)

It is remarked that when the Markov chain has only one state,
it boils down to a special case with a constant noise power.

III. RELIABILITY OF COMPUTATION OFFLOADING

For simplicity of notation, we omit the time index t for the
random process variables such as Pi, Ni, and Ij (j ∈Mi) in
the following derivations. Let Di denote the total offloading
data volume of i’s application to the network edge and Ti∆τ
denote its total tolerant latency, where Ti is the total number
of the allowed time slots. It is expected that Di should be
fully offloaded to the edge by the deadline Ti∆τ . Based on
the SINR in (2), we can formulate the data rate of computation
offloading associated with i using Shannon’s theory as follows

Ri(Pi, Yi, Ni) = B log2

(
1 +

Pi
N2
i +

∑
j∈Mi

Ij

)
, (7)

where B is the available bandwidth. In addition, the total data
volume that can be offloaded by i to the network edge within
a constrained time window [0, Ti∆τ ] is derived as

Θ(Pi, Yi, Ni) =

Ti∑
t=1

Ri(Pi, Yi, Ni)∆τ. (8)

Based on (8), we can characterize the reliability of compu-
tation offloading as the success probability of mobile user i
offloading Di-bit data to the network edge by a specified dead-
line Ti∆τ , which can be formulated as Prob{Θ(Pi, Yi, Ni) >
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Di} from a probabilistic perspective. For simplicity, let
ϕ(Ti, Di) = Prob{Θ(Pi, Yi, Ni) > Di}. Note that (8)
involves the integration of multiple coupled random processes.
In fact, it is intractable to obtain a deterministic value of
the offloaded data volume under the deadline constraint,
Θ(Pi, Yi, Ni). Instead, we first derive the mathematical ex-
pectation and an upper-bound variance of Θ(Pi, Yi, Ni) based
on the probability models of the SINR φ(Pi, Yi, Ni) and the
noise power N2

i in Section II. Based on this, we further
derive a lower-bound success probability ϕ(Ti, Di), i.e., the
lower bound of the offloading reliability. Given N2

i = σ2
i , we

let Ri(φ;σi) denote an observation on Ri(Pi, Yi, Ni), where
Ri(φ;σi) = B log2(1 +φ). Thus, we get the following result:

Theorem 2: The mathematical expectation of Θ(Pi, Yi, Ni)
is derive as

E [Θ(Pi, Yi, Ni)] =

Ti∑
t=1

E [Ri(Pi, Yi, Ni)] ∆τ, (9)

where E [Ri(Pi, Yi, Ni)] is given by

E [Ri(Pi, Yi, Ni)]

=

∫ ∞
0

n∑
k=1

Ri(φ;σi,k)βi,k(t)fSINR(φ;σi,k)dφ,
(10)

and the variance of Θ(Pi, Yi, Ni) is upper bounded by

Var [Θ(Pi, Yi, Ni)] ≤ Ti (∆τ)
2
Ti∑
t=1

E
[
R2
i (Pi, Yi, Ni)

]
− (E [Θ(Pi, Yi, Ni)])

2
,

(11)

where E
[
R2
i (Pi, Yi, Ni)

]
is given by

E
[
R2
i (Pi, Yi, Ni)

]
=

∫ ∞
0

n∑
k=1

R2
i (φ;σi,k)βi,k(t)fSINR(φ;σi,k)dφ.

(12)

For simplicity, we let Varupper [Θ(Pi, Yi, Ni)] represent
the upper bound of the variance of Θ(Pi, Yi, Ni) as given
in (11), i.e., Var [Θ(Pi, Yi, Ni)] ≤ Varupper [Θ(Pi, Yi, Ni)].
Moreover, we derive a lower bound on ϕ (Ti, Di) as follows.

Theorem 3: Let ϕlower (Ti, Di) denote a lower bound of
ϕ (Ti, Di), i.e., ϕlower (Ti, Di) ≤ ϕ (Ti, Di). ϕlower (Ti, Di)
can be given by

ϕlower (Ti, Di) =

(E [Θ(Pi, Yi, Ni)]−Di)
2

Varupper [Θ(Pi, Yi, Ni)] + (E [Θ(Pi, Yi, Ni)]−Di)
2

(13)

with E [Θ(Pi, Yi, Ni)] > Di.
It is remarked that the proofs of both Theorems 2 and 3 are

elaborated on in Appendices D and E, respectively, which are
provided in the online supplementary material.

IV. ADMISSION CONTROL DESIGN

Now, by using the results of Theorems 1 to 3 above, we
can design a threshold-based admission control policy for
making computation offloading decisions. To be specific, let a
predefined threshold be ηi, where 0� ηi < 1, for computation
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Fig. 1. The implementation framework using our admission control for
computation offloading in an exemplary MEC-enabled vehicular network.
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Fig. 2. An exemplary application of computation offloading for vehicular
object detection where the user can decide to offload parts of the operation
program (i.e., an operation phase) to the edge nearby for remote computation.

offloading decision-making. The mobile user i is encouraged
to offload its computation task with Di-bit data within Ti time
slots if both the following designed conditions are satisfied:

E [Θ(Pi, Yi, Ni)] > Di and ϕlower (Ti, Di) ≥ ηi; (14)

Otherwise, the mobile user i should buffer the computation
task and process it locally since its computation offloading is
more likely to fail due to the intermittent communication.

Fig. 1 provides an implementation framework illustrating
how our admission control can be practically deployed in
an actual situation. Fig. 2 gives a typical application for
vehicular object detection assisted with MEC for the sake
of demonstration. Our admission control enables the user to
adaptively decide whether to offload or not according to its
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Fig. 3. The PDF of the SINR under coupled stochastic interferences.
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Fig. 4. The capacity of computation offloading and the success probability
of offloading Di-bit data within [0, Ti∆τ ].
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Fig. 5. The performance comparison in terms of the score of successfully
decision-making under different numbers of interference nodes.

application demand, deadline constraint, and evaluated lower-
bound reliability. When the threshold condition (14) is met,
indicating that the user is more likely to successfully complete
the data-massive and latency-constrained computation offload-
ing, i.e., guaranteeing the transmission content integrity with
a high reliability, he is encouraged to offload its computation.
Otherwise, he should adopt the local computation mode.
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Fig. 6. The performance comparison in terms of the score of successfully
decision-making under different application demands.

V. SIMULATION EXPERIMENT

In this section, we provide simulation results to verify the
proposed models and admission control method. Here, the pa-
rameter settings are referred to in a vehicular communication
scenario [10], [11]. The bandwidth is set as B = 10 Mb/Hz/s.
The parameters of the Nakagami channel for the host transmit-
ter i’s computation offloading is set as mi = 5 and ωi = 1. The
inter-distance between any two successive interference nodes
is randomly generated by following an exponential distribution
with the average space headway of 20 m, and the channel pa-
rameters of each interference node j ∈Mi, mj and ωj , are set
as a function of its relative distance from itself to i’s receiver.
The relative interference distance-based channel parameters
are detailed in our online supplementary material, which are
based on the field measurements in [10]. The noise power level
is divided into 3 states, i.e., N2

i (t) ∈ {−95, 0, 30} dBm and
the transition probability matrix Pi is given as

Pi =

0.7 0.2 0.1
0.2 0.6 0.2
0.3 0.2 0.5

 . (15)

The duration per time slot is ∆τ = 5 ms and the allowed
latency for an application is restricted to 100 ms, i.e., Ti = 20.
The application demand is Di = 0.1×106 bits. ηi is generated
by following a uniform distribution on the interval [0, 1], i.e.,
ηi ∼ U(0, 1). We have conducted extensive Monte Carlo (MC)
simulation experiments. All the MC simulations in this letter
have been performed with 104 replications per condition.

In Fig. 3 and Fig. 4, we validate our theoretical results as
given in Theorems 1, 2 and 3 for modeling the analytical SINR
PDF, fSINR(φ;σi), the mean and upper-bound variance of the
offloading capacity, E[Θ] and Varupper[Θ], and the lower bound
of the reliability of computation offloading, ϕlower(Ti, Di),
under different numbers of interference nodes, Mi. It is seen
from Fig. 3 that our analytical model can well characterize
the actual SINR distribution obtained by the MC simulations.
The mean square error between the MC simulation and the
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analytical results is about 0.09% under Mi = 10, 0.11% under
Mi = 20, and 0.05% under Mi = 30, respectively. From
Fig. 4, the volume of data that can be offloaded under the
Nakagami channel with multiple coupled stochastic interfer-
ences is reduced with the increasing interference nodes. The
probability of success in computation offloading also degrades
when the coupled interferences are enhanced. Besides, Fig.
4 shows that the analytical model (9) can well approximate
the mathematical expectation of the offloaded data volume Θ,
E[Θ], and (9) can provide an upper bound for its variance,
Varupper[Θ]. The offloading capacity, Θ, is bounded within the
derived interval characterized by E[Θ] ±

√
Varupper[Θ] with

the confidence of 100%. In Fig. 4, the analytical model (13),
ϕlower(Ti, Di), is also shown to always provide a lower bound
on the reliability of computation offloading under different
coupled stochastic interferences.

Moreover, we compare our admission control method for of-
floading decision-making with some other methods including
the aggressive policy- and the uniform policy-based methods,
and the stochastic learning-based method1. We introduce a
score metric S to comprehensively indicate the performance
of the node’s decision-making in a stochastic environment. S
is set to 1 if i can make a correct decision, i.e., it chooses
to offload its application when Θ ≥ Di or to buffer the
application when Θ ≤ Di. Otherwise, S is set to 0 if i makes a
wrong decision, i.e., it chooses the remote computation when
Θ < Di or the local computation when Θ > Di.

In Fig. 5, the application demand is set to Di = 0.3 ×
106 bits and Mi is ranged from 6 to 30. From Fig. 5,
the average score of successfully decision-making under our
proposed admission control and the stochastic learning method
can increase even when the coupled interference nodes are
increased. On the contrary, the performance of the aggressive
policy degrades due to the increasing interference effect, while
that of the uniform policy is only about 0.5 since it exploits
a fixed 50% offloading strategy. From Fig. 5, the score of
making correct decisions using our proposed method is about
3.86% higher than that of the stochastic learning method on
average. In Fig. 6, we fix Mi at Mi = 30 and then compare
the different methods by increasing Di from about 0.1 Mb
to 0.3 Mb. Their scores are demonstrated with the standard
deviation intervals. It is also found that our proposed method
can outperform the others. Specifically, the admission control
method can boost the mean correct decision-making score of
about 3.79% over the stochastic learning method. In particular,
the standard deviation of the admission control-based decision-
making performance gradually converges to zero, while those
of the stochastic learning method and the uniform policy are
maintained around 0.21 and 0.49, respectively. This indicates
that our method can narrow the decision-making uncertainty
even when increasing the application demand, i.e., reducing
the risk in making wrong decisions on computation offloading.

1The aggressive policy motives the node to always offload its application.
When using the uniform policy, the node decides to offload with 50%
probability. With the stochastic learning method, the node makes an offloading
decision based on a dynamic probability pi(t), and the offloading probability
can be dynamically adapted according to the linear reward-inaction mecha-
nism. The details on the implementation of the stochastic learning method
can be found in Appendix G available in the online supplementary material.

VI. CONCLUSION

In this letter, we have proposed a theoretical model to derive
a lower-bound reliability of computation offloading by jointly
considering the stochastic interferences under the Nakagami
channel. We have designed a reliability-guaranteed admission
control method. Simulations verify its superior performance
over several other schemes. In future work, we aim to develop
a secure optimization framework for blockchain-enabled MEC
by extending our reliability-guaranteed admission control with
artificial intelligence (AI)-driven resource scheduling.
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APPENDIX A
PROOF OF LEMMA 1

Based on the PDF of Si as in (1), fSi
(x;mi, ωi), we

can derive the cumulative distribution function (CDF) of i’s
received power Pi = S2

i as follows

Prob {Pi ≤ p} = Prob {Si ≤
√
p} =

γ
(
mi,

mi

ωi
p
)

Γ (mi)
, (S.1)

where γ(mi, x) :=
∫ x
0
smi−1 exp(−s)ds. Using (S.1), we

obtain the PDF of Pi by differentiating its PDF as follows

fPi
(p) =

dProb
{
Si ≤

√
p
}

dp
=

1

2

fSi

(√
p;mi, ωi

)
√
p

, (S.2)

which indicates that Pi follows a Gamma distribution with
the parameters mi and ωi, i.e., Pi ∼ Gamma(mi, ωi). At this
point, Lemma 1 is proven.

APPENDIX B
PROOF OF LEMMA 2

In fact, Lemma 2 states an exact PDF of the sum of
finite and mutually independent Gamma-distributed random
variables, which is originally presented by P. G. Moschopoulos
[1]. The key idea to derive the PDF is realized by inverting
the corresponding moment generating function (MGF). Specif-
ically, the MGF of Yi =

∑
j∈Mi

Ij is the product of those of
Ij (j ∈Mi), i.e.,

M(t) =
∏
j∈Mi

(
1− ωj

mj
t

)−mj

. (S.3)

As shown in [1], (S.3) can be further re-arranged as the
following form by using the notations defined in Lemma 2

M(t) = C (1− b1t)−α exp

( ∞∑
k=1

γk (1− b1t)−k
)
, (S.4)

where γk is defined as

γk =
∑
j∈Mi

mj

(
1− b1

bj

)k
k

, for k = 1, 2, . . . . (S.5)

By letting

exp

( ∞∑
k=1

γk (1− b1t)−k
)

=

∞∑
k=0

ak (1− b1t)−k (S.6)

and inverting the MGF of Yi, (S.4), term-by-term, we can
finally derive the PDF of Yi as stated in Lemma 2. It should
be remarked that interested readers can refer to [1] for more
details on the relevant mathematical derivation.

APPENDIX C
PROOF OF THEOREM 1

Let FSINR(φ;σi) be the cumulative density function (CDF)
of φ(Pi, Yi, Ni). According to the definition of the CDF, we
have

FSINR(φ;σi) = Prob{φ(Pi, Yi, σi) ≤ φ}
= Prob {Pi ≥ Ziφ,Zi < 0}

+ Prob {Pi ≤ Ziφ,Zi > 0}

=

∫ 0

−∞

(∫ +∞

zφ

fPi
(p)dp

)
fZi

(z)dz

+

∫ ∞
0

(∫ zφ

−∞
fPi

(p)dp

)
fZi

(z)dz.

(S.7)

By differentiating (S.7), we can further get

fSINR(φ;σi) =
dFSINR(φ;σi)

dφ

=

∫ 0

−∞
(−zfPi

(zφ)) fZi
(z)dz

+

∫ +∞

0

(zfPi
(zφ)) fZi

(z)dz

=

∫ +∞

−∞
|z|fPi(zφ)fZi(z)dz.

(S.8)

Substituting fPi
(p) = 1

2p
− 1

2 fSi
(
√
p;mi, ωi) and the results of

Lemmas 1 and 2 into (S.8) can prove Theorem 1.

APPENDIX D
PROOF OF THEOREM 2

The results of (9), (10) and (12) simply follow the definition
and basic property of the mathematical expectation. In the



2

following, we mainly prove (11). Recall the definition of the
variance, we have

Var [Θ(Pi, Yi, Ni)] =E
[
Θ2(Pi, Yi, Ni)

]
− (E [Θ(Pi, Yi, Ni)])

2
,

(S.9)

where E
[
Θ2(Pi, Yi, Ni)

]
can be further expressed as

E
[
Θ2(Pi, Yi, Ni)

]
= E

( Ti∑
t=1

Ri(Pi, Yi, Ni)∆τ

)2
 .
(S.10)

Using the Cauchy-Schwarz inequality, we can get(
Ti∑
t=1

Ri(Pi, Yi, Ni)∆τ

)2

≤

[
Ti∑
t=1

(∆τ)2
][

Ti∑
t=1

R2
i (Pi, Yi, Ni)

]

= Ti (∆τ)2
Ti∑
t=1

R2
i (Pi, Yi, Ni).

(S.11)
Substituting (S.11) into (S.10) can immediately derive (11)
and thus proves Theorem 2.

APPENDIX E
PROOF OF THEOREM 3

Let B = E [Θ(Pi, Yi, Ni)] − Θ(Pi, Yi, Ni) and b =
E [Θ(Pi, Yi, Ni)]−Di. It is noted that

E[B] = E [E [Θ(Pi, Yi, Ni)]−Θ(Pi, Yi, Ni)]

= E [Θ(Pi, Yi, Ni)]− E [Θ(Pi, Yi, Ni)] = 0
(S.12)

and

ϕ (Ti, Di) = Prob

{
E [Θ(Pi, Yi, Ni)]−Θ(Pi, Yi, Ni)

< E [Θ(Pi, Yi, Ni)]−Di

}
= Prob {B < b} .

(S.13)
Besides, according to (S.12), we can see

b2 = (b− E[B])
2

= (E[b−B])
2 ≤ (E[(b−B)1b−B>0])

2

(S.14)
where 1b−B>0 is an indicator satisfying 1b−B>0 = 1 if and
only if b − B > 0; otherwise, 1b−B>0 = 0 for b − B ≤ 0.
Applying the Cauchy-Schwarz inequality to (S.14) can further
yield

(E[(b−B)1b−B>0])
2 ≤ E

[
(b−B)2

]
E
[
12b−B>0

]
. (S.15)

Notice that E
[
(b−B)2

]
= E

[
b2 − 2bB +B2

]
= b2 +

E[B2] = b2 + E[(E [Θ(Pi, Yi, Ni)]−Θ(Pi, Yi, Ni))
2
] =

b2 + Var[Θ(Pi, Yi, Ni)] and E
[
12b−B>0

]
= Prob{b > B}.

Substituting the results into (S.15), we have

Prob{b > B} ≥ b2

b2 + Var [Θ(Pi, Yi, Ni)]
. (S.16)

Combining (11), (S.13) and (S.16) immediately derives (13).
At this point, Theorem 3 is proven.

TABLE I
PARAMETER m BASED ON RELATIVE DISTANCE d (IN METER) [2]

d ≤ 5.5 ≤ 13.9 ≤ 35.5 ≤ 90.5 ≤ 230.7 ≤ 588.0

m 4.07 2.44 3.08 1.52 0.74 0.84

APPENDIX F
PARAMETER SETTINGS ON NAKAGAMI FADING CHANNEL

The physical-layer parameters, (mi, ωi), (mj , ωj), j ∈Mi,
play a key role in the Nakagami fading channel. For properly
conducting channel simulations, we consider a specific ve-
hicular communication scenario as in [2], [3], in which the
computation offloading is operated via vehicular communica-
tion links. To be specific, we refer to the field measurements
as reported in [2] to configure the Nakagami fading channel
in our simulation experiments. According to [2], the average
received power in the fading envelope can be normalized to 1,
while the fading parameter can range within [0.5, 5], which
relies on the relative distance between a transmitter and a
receiver. The adopted fading parameters over different relative
distances are detailed in TABLE I.

Besides, as presented in some other studies like [4], [5]
based on field measurements, an exponential distribution can
have a promising fit for describing the random distribution of
inter-vehicle spacing in a common traffic environment. Hence,
in our simulations, an exponential distribution with the average
space headway of 20 m is specified to randomly generate the
relative distances between the nodes, i.e., d ∼ exp( 1

20 ).

APPENDIX G
IMPLEMENTATION OF STOCHASTIC LEARNING METHOD

FOR PERFORMANCE COMPARISON

In the simulation experiments, the user i can dynamically
adapt its offloading probability pi(t) when he adopts the
stochastic learning method. Specifically, pi(t) is updated ac-
cording to the following linear reward-inaction mechanism:

pi(t+ ∆τ) = pi(t) + λiS(t) [1offloading(t)− pi(t)] (S.17)

where λi is a learning rate and set to 10−3 in the experiments,
S(t) is the score metric gained at t, and 1offloading(t) is a
0 − 1 indicator that is equal to 1 if and only if i chooses
to offload its application at t, otherwise 0. It is remarked
that the stochastic learning method follows an adaptive re-
inforcement mechanism and is known as an advanced method
for distributed multi-agent decision-making in a dynamic and
stochastic environment. Thus, it is used in this letter for the
state-of-the-art performance comparison.
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