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a b s t r a c t

Video transmission in Internet of Vehicles (IoVs) is an emerging technologywhich utilizes themultimedia
inside and outside vehicles itself through Vehicle Ad Hoc Networks (VANETs). In IoVs, traditional multi-
hop routing protocols are not adaptive to mobile environment, especially the high-mobility driving
environment inwhich vehicles need to accomplish video transmission under high quality of service (QoS).
In this paper, we propose a multi-hop routing protocol for video transmission in IoVs based on cellular
attractor selection (MRVT-CAS).We design a packet generationmethod forMRVT-CAS and use Technique
for Order Preference by Similarity to an Ideal Solution (TOPSIS) to construct the candidate set of next-
hop selection. Then we map the expression of different genes in cell to selection of different next-hop
nodes, and employ the mechanics of cellular attractor selection to select next-hop node. Moreover, we
present a real-time feedback process to improve self-adaptability and robustness of routing protocol.
Our simulation study compares MRVT-CAS with other routing protocols to evaluate performance of
video transmission. The simulation results demonstrate the performance improvement over traditional
methods, in terms of reachability, delay, stability and frame loss rate.

© 2019 Elsevier B.V. All rights reserved.

1. Introduction

With the development of communication and computer tech-
nologies, IoVs (Internet of Vehicles) has been developed rapidly in
recent years [1]. As a vital important part of IoVs, the Vehicle Ad
Hoc Networks (VANETs) have become one of research hotspots in
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the field of communication and transportation [2,3]. The transmis-
sion of message in VANETs has enabled many applications, such
as cooperative collision avoidance, lane change assistance, traffic
accident information broadcasting [4,5]. But now more and more
drivers dissatisfy these applications only based on message, and
they have demand for more realistic applications based on video,
such as obtaining real-time traffic waring video, accessing road
video remotely and video sharing between vehicles [6,7]. There-
fore, many studies and projects have been launched for developing
video transmission in IoVs [8–10].

In IoVs, a source node is often far away from a destination node,
and there are many intermediate nodes in the process of data
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transmission. Therefore, the performance of multi-hop routing
protocols directly affects the efficiency and quality of data trans-
mission. As a special type of mobile ad hoc networks (MANETs),
VANETs have a more highly dynamic nature because of the fast
moving of vehicles [11]. In addition, VANETs may not have full
connection at all times when the traffic density is low. On account
of the highly dynamic topology, frequent disconnection, changing
traffic density and massive packets, some MANETs routing proto-
cols depending on the maintenance of an end-to-end transmission
path cannot work well in VANETs [12,13]. Moreover, there are a
large number of continuous packets transmitted simultaneously
for video transmission in IoVs. Besides, the condition of each vehi-
cle in the IoVs is different, in terms of location, speed and number
of packets carried, which have influence on transmission perfor-
mance. Therefore, some routing protocols in VANETs that select
next-hop only relying on position information of vehicles will fail
to work well for video transmission in IoVs, which may cause the
serious congestion of some nodes in short time [14].

In general, the data packets transmission in IoVs is similar with
behavior of E. coli cells’ gene network in a varying environment,
which is discovered by Kashiwagi [15]. For instance, both the
VANETs and living environment of cells are complex and highly
dynamic. Then VANETs and cells all need adjust themselves to
adapt to the changes in the environment. For cells, they can adjust
themselves by controlling the expression of different genes. And
VANETs can adjust themselves based on dominating the selection
of different next-hop node in multi-hop routing path. Under this
background, we have already done some works in combining E.
coli cells and VANETs [16–19], and we also proposed some routing
protocols for VANETs. However, these routing protocols are not
suitable for video transmission in IoVs because of inappropriate
feedback process and lower ability to deal with massive packets.

In this paper, we propose amulti-hop routing protocol for video
transmission in IoVs based on some adaptive forwarding mecha-
nisms and biologically inspired models, whose goal is improving
efficiency and quality of video transmission in IoVs. With the goal,
we focus on such a general application scenario that some specific
vehicles intend to send their video captured by vehicular camera
to other certain vehicles. First, a method of video data packets
generation based on H264 [20] and Real-time Transport Protocol
(RTP) [21] is designed to improve their applicability for video trans-
mission in IoVs. Then we combine TOPSIS with entropy weight
method to construct the candidate set of next-hop node selection.
Third, we map the expression of different genes in cell to selection
of different next-hop vehicle nodes, and use extended cellular
attractor selection method to select next-hop node in candidate
set. Last, a real-time feedback method based on performance of
next-hop selection process is developed to enhance MAVT-CAS’s
self-adaptability and robustness for video transmission in IoVs.

The rest of this paper is organized as follows: Section 2 gives an
overview of some related work. Section 3 describes the proposed
methodMRVT-CAS in detail. Section 4 discusses performance com-
parison ofMRVT-CAS and other routing protocols. Finally, Section 5
concludes this paper.

2. Related work

The multi-hop routing protocol for video transmission in IoVs
is a challenging issue and has attracted considerable attention
from researchers. They have proposed and applied various routing
methods, such as Dynamic Source Routing (DSR) [22,23] and Ad
hoc On-Demand Distance Vector routing (AODV) [24,25]. These
two methods are passive route protocol, they only can adapt to
some specific scenarios and will cause serious end-to-end delay.
From experiment results of video transmission in IoVs in [23], it
can be found that DSR canworkwell when the order of the vehicles

is constant and every two adjacent vehicles keep communication
all the time. In fact, this scenario is hard to be obtained in real
IoVs because of frequent overtaking and long distance between
adjacent vehicles in low density traffic flows. [25] uses AODV
augmented with the expected transmission count (ETX) metric to
find the best quality route, and it can be found that this method
needs to restart to discover new routing path if current path is
broken. Therefore, the routing methods based AODV will result
in serious delay when the traffic density is heavy and the vehi-
cle motion condition is changing fast. There are also some other
methods which use the local statistical information. Distribution-
Adaptive Distance with Channel Quality (DADCQ) protocol is pre-
sented in [26], which is a Distance-based Statistical Routing Pro-
tocol (SRP) that is adaptive to distribution pattern and channel
quality for multi-hop V2V broadcast. Dynamic Backbone Assisted
(DBA) protocol is proposed in [27], which is a contention-based
protocol for multimedia flooding in VANETs and uses positioning
and QoS-based parameters, such as link quality, vehicles loca-
tion and speed. The cross-layer QOe-driven REceiver-based (QORE)
mechanism is presented in [28], which is modularly coupled to
SRPs to offer QoE-aware and video-related parameters for the relay
node selection and backbone maintenance. These statistical-based
methods usually rely on several parameters to decide whether
a vehicle node should forward or discard revived data packets.
Moreover, there are many geometric-based routing methods, such
as Position-Based Routing (PBR) [29], Geographic Source Routing
(GSR) [30] and Greedy Predictive Stateless Routing (GPSR) [31].
Thesemethods usually presume the accessibility of traffic parame-
ters, such as vehicle position and speed. GPSR is utilized to transmit
data packets in IoVs in [32], and the experiment results show that
GPSR cannot work well even transmission rate is low. It is not
suitable for video transmission in IoVs. That is because there are
hundreds of data packets sent from video resource node to video
demand node per second, and the GPSR always selects the node
that is closest to demand node as next-hop node. It causes some
nodes accumulate many data packets in a short time and cost a
long time to forward these data packets, which increases the delay
and decreases the delivery rate. What is more, it is worse if there
are multiple pairs of resource–demand nodes transmitting video
simultaneously.

As mentioned in Section 1, considering the similarities be-
tween E. coli cells and VANETs, we have already done some works
by combining them together. [16] has extended the basic two-
dimensional cellular attractor selection model (CASM) in [15] to
the high-dimensional space, which is named as extended attractor
selectionmodel (EASM). In [19], the unicast routing protocol based
the EASM (URAS) is proposed to transmit message in IoVs, which
takes into consideration some parameters of vehicle motion and
routing performance, such as vehicle velocity, delay and conges-
tion. The simulation results show that URAS outperforms the GPSR
in terms of delay, congestion and delivery rate. However, URAS is
unsuitable for video transmission in IoVs. URAS regards all nodes
in a routing path as a cell and updates the selected possibility of
these nodes after this routing path finish, which will cause the
problemof selected possibility updating too late in process of video
transmission. This delay of information updating also causes many
nodes to be in a state of massive congestion. Moreover, URAS
aims only high packet delivery rates and low end-to-end delay
levels, without addressing the subjective acceptability of users
when watching the video stream.

Concerning the core issuementioned above, for sake of avoiding
congestion in GPSR, our proposedMRVT-CAS takes into considera-
tion several parameters of vehiclemotion and vehicle communica-
tion instead of only vehicle position. Moreover, in order to reduce
the delay of information updating,MRVT-CAS regards current node
and its neighbor nodes as a cell and utilizes a real-time feedback
process to update the selected possibility after each selection of
next-hop node.
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3. Multi-HopRoutingProtocol forVideo TransmissionBasedon
Cellular Attractor Selection (MRVT-CAS)

MRVT-CAS is a multi-hop routing protocol for video transmis-
sion in IoVs based on the cellular attractor selection. The schematic
diagram of MRVT-CAS is shown in Fig. 1. The left part of the
figure is a complex road network. Black lines represent roads,
and black dots represent intersections. There is a path of MRVT-
CAS in this part, the green dot represents video resource node,
the blue dot represents video demand node, and the red dots
represent intermediate nodes. Themiddle part of the figure is three
detail descriptions of MRVT-CAS. For the process of next-hop node
selection, the vehicle set including current node and other nodes in
communication range of current node is regarded as a cell.Wemap
the expression of different genes in cell to selection of different
next-hop nodes. The right part of figure is specific process of next-
hop node selection, including constructing candidate set by TOPSIS
and determining the next-hop node by cellular attractor selection.

The rest of this Section describes the data structures and algo-
rithms in detail.

3.1. Data structures

There are three data structures in MRVT-CAS, including two
types of data packet and a type of node attribute table.

(1) VDDP
VDDP is the data packet sending from video demand node to
video resource node, and the structure of VDDP is shown in
Table 1. There are many kinds of data packets in Internet of
vehicles, including signal information packets, vehicle safety
information packets and so on. So, the first part of VDDP is
set as DPT (Data Packets Type), which enables vehicle take
different actions for receiving different kinds of data pack-
ets. The following part is VDDP.H (VDDP Header), including
VDDP ID, data packet length, demand node ID and resource
node ID. The third part is RI (Routing Information), which
is used to store the information about VDDP arriving time
and VDDP sending out time of intermediate nodes. The last
part is CC (Control Command), which enables demand node
control the video stream to start, pause, and stop.

(2) VDP
VDP is the data packet sending from video resource node to
video demand node, and the structure of VDP is shown in
Table 2. The first, second and third parts of VDP are same as
VDDP. The fourth part is RTP.H (RTP Header), including for-
mat of video stream, serial number and time stamp. The fifth
part is NALU.H (NALU Header), and the last part is NALU.D
(NALUData). Because of the different encodingmethods, the
size of frames in the encoded video stream is different. Sowe
use two schemes to generate VDP, and these two schemes
are corresponding to different NALU header.

• Single NALU Packet
If the size of current frame is less than 1400B, the NALU
corresponding to this frame is stored in a single VDP. In
this case, the NALU header includes two parts. The first
one is F, which enables demand node abandon this VDP
when there are mistakes in current NALU. The second
part is Type, which contains the type information of
current NALU.

• Fragmentation Unit NALU Packet
If the size of current frame is not less than 1400B,
the NALU corresponding to this frame is divided into
several fragments. Every fragment is stored in a VDP,
and these several VDPs are called Fragmentation Unit
of current NALU. In this case, the NALU header includes

Table 1
The structure of VDDP.
DPT VDDP.H RI CC

Table 2
The structure of VDP.
DPT VDP.H RI RTP.H NALU.H NALU.D

four parts. The first part is F, and the second part is
Type. The third part is S, which is used to distinguish
whether the packet is the startingVDPof currentNALU.
The last part is E, which is used to distinguish whether
the packet is the ending VDP of current NALU.

(3) NAT
NAT(Node Attribute Table) is used to store motion param-
eters and cellular attractor indexes of vehicle nodes. It in-
cludes node location, node velocity, number of data packets
carried bynode, the cell activity of node set and the probabil-
ity that eachnode is selected as the next-hopnode. This table
offers basic data for constructing candidate set and selecting
next-hop node.

3.2. Construction of candidate set based on TOPSIS

In IoVs, there are many vehicles in communication range of
current vehicle node i, and these vehicles make up the neighbor
vehicle set Vi of i. If using the cell attractor selection model to
select the next-hop node in Vi directly, it will ignore the influence
of vehicle motion factors and greatly increase the randomness of
the selection, which is unfavorable to the stability and efficiency
of video stream transmission. So we develop a multi-attribute
decision-making method based on TOPSIS. This method scores
each vehicle c in Vi, and select top ten vehicles to construct next-
hop candidate set VCi of i. This method considers four attributes,
including

• Number of data packets carried by c , DNc . DNc has a great
impact on video transmission, and the larger DNc indicates
that c have a lot of packetswaiting for transmission. If i selects
this c as the next-hop node, it will cause the current data
packet to wait for a long time to be forwarded.

• Relative velocity of c and demand node, vcd. The higher vcd
implies that the current data packet has a good potential to
be delivered to demand node with a shorter delay.

• Relative distance of c and demand node, Discd. The smaller
Discd implies that current data packet has a high possibility to
be delivered to demand node with a fewer hops.

• Number of vehicles in communication range of c ,NVc . If there
are few vehicles in communication range of c , it is difficult for
c to find a next-hop node with good performance.

This method of constructing candidate sets includes the following
steps.

(1) Construction of initial decision matrix DMi.
The largerDNc andDiscd go against the performance of video
transmission, while the larger vcd and NVc are significant to
it. In order to unify the effect of attributes monotonicity on
the transmission performance, v′

cd andNV ′
c in Eq. (1) are used

to replace vcd and NVc . Let number of vehicles in Vi is n, and
each vehicle has four attributes DNc , Discd, v′

cd, NV
′
c . These

data form initial decision matrix DMi, and its size is n ∗ 4.
v′

cd = max
c∈Vi

{vcd} − vcd

NV ′

c = max
c∈Vi

{NVc} − NVc
(1)
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Fig. 1. The schematic diagram of MRVT-CAS.

(2) Construction of normalized decision matrix NDMi.
In order to eliminate impact of measurement units of the
four attributes, the data is normalized by Eq. (2). NDMi is
the normalized decision matrix. attr = 1, 2, 3, 4 represents
four attributes. c = 1, 2, . . . , n represents vehicle inVi. xc,attr
is the element of DMi at point (c, attr). yc,attr is normalized
value of xc,attr .

yc,attr =
xc,attr√∑n
c=1 x2c,attr

(2)

(3) Construction of weighted matrix decision matrixWDMi.
Because the IoVs is highly dynamic, the above four attributes
of each vehicle change fast, which is possible to cause sta-
tistical change of attributes. In order to eliminate influence
of subjective weights on the method, entropy method is
utilized to generate dynamic weight. The weight of each
attribute ωattr can be calculated by Eq. (3). Hattr is entropy
of each attribute. Noa = 4 represents number of attributes.
Then the element of WDMi can be obtained by Eq. (4), zc,attr
is weighted value of yc,attr .⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

fc,attr =
1 + yc,attr∑Noa

attr=1 (1 + yc,attr )

Hattr =
1

− ln(Noa)
(

Noa∑
attr=1

fc,attr ln fc,attr )

ωattr =
1 − Hattr

Noa −
∑Noa

attr=1 Hattr

(3)

zc,attr = yc,attr · ωattr (4)

(4) Calculation of the best solution and the worst solution
For each attribute, the best solution Z+

attr and the worst
solution Z−

attr is established by Eq. (5). Thenwe can obtain the
best solution vector Z+

=
[
Z+

1 , Z+

2 , Z+

3 , Z+

4

]
, and the worst

solution vector Z−
=
[
Z−

1 , Z−

2 , Z−

3 , Z−

4

]
.

Z+

attr = min
c∈Vi

{
zc,attr

}
Z−

attr = max
c∈Vi

{
zc,attr

} (5)

(5) Generation of candidate set of next-hop node
For each vehicle c in WDMi, Eq. (6) is used to calculate the
euclidean distance S+

c between the attributes vector of c

and Z+, and euclidean distance S−
c between the attributes

vector of c and Z−. Then the score of each vehicle c is derived
by Eq. (7). Finally, TNnv(TNnv is positive constant) vehicles
with top TNnv scores are selected to generate candidate set
of next-hop node VCi. Specially, VCi is set equal to Vi if the
number of vehicles in Vi is less than TNnv .

S+

c =

√ Noa∑
attr=1

(zc,attr − Z+

attr )
2

S−

c =

√ Noa∑
attr=1

(zc,attr − Z−

attr )
2

(6)

Sc =
S−
c

S−
c + S+

c
(7)

3.3. Next-hop node selection based on cellular attractor

After constructing candidate set VCi, the next-hop node is se-
lected in VCi based on cellular attractor selection model (CASM).
The set consisting of i and VCi are regarded as a cell, and the activity
of cell is α. The possibility of vehicle j in VCi being selected is mj,
and the state that the vehicle j in VCi is selected as next-hop node
is regarded as a kind of cellular attractor, which represents con-
centration of a kind of mRNA. The time of current packet staying
at i and the congestion of next-hop node j∗i is used to evaluate
performance of transmission from i to j∗i . This performance is
considered as environment changes of cell, which influences α and
mj in later routing. We use the above process to map the next-hop
node selection of video transmission in IoVs into cellular attractor
selection method. For current data packet in current node i, the
process of selection and update is as follow.

(1) Calculatingmj of each j

(A) The demand node D is in the VCi.
The possibility of D being selected is assigned as
mD = 1. However, the possibilities of other vehicles
in VCi cannot be assigned as mj = 0 directly. That
is because it will influence the process of selection of
next-hop node in later routing. In order to avoid this
influence, themj of other vehicles in VCi is determined
by Eq. (8).

mj =
1

|VCi| − 1
(8)
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(B) The demand node D is not in the VCi.

(a) i is not one of nodes in previous routing paths.
This situation represents that the cell including
i and VCi is not activated, and there is no infor-
mation about corresponding α and mj. So the
possibility of all vehicles in VCi is equal, and it
is calculated by Eq. (9).

mj =
1

|VCi|
(9)

(b) i is one of nodes in previous routing paths.
Because the IoVs is highly dynamic, the neigh-
bor vehicles VCi of i in current routing path is
possible different to neighbor vehicles PVCi of
i in precious routing paths. Eq. (10) is used to
divide vehicles in VCi into two sets.

VC ′

i = VCi ∩ PVCi
VC ′′

i = VCi − PVCi
(10)

For vehicles in VC ′′

i , they are not the neighbor
vehicles of i in precious routing paths. Their mj
is determined by Eq. (11).

mj =
1⏐⏐VC ′′

i

⏐⏐ (11)

For vehicles in VC ′

i , they are the neighbor vehi-
cles of i in precious routing paths, which rep-
resents that there are information of their se-
lected possibility m′

j in precious routing paths.
Their mj in current routing paths can be calcu-
lated Eq. (12).

mj =
m′

j∑
k∈VC ′

i
mk

×

(
1 −

⏐⏐VC ′′

i

⏐⏐
|VCi|

)
(12)

(2) Selecting the next-hop node j∗i
Eq. (13) is utilized to select the next-hop vehicle node j∗i with
themaximummj. Ifmj of several vehicles are maximum and
equal, one vehicle in these vehicles is selected at random as
j∗i .

j∗i = argmax
{
mj|∀j ∈ VCi

}
(13)

(3) Updating α and mj
The α and mj of cell are updated after i selects the next-hop
node j∗i and finishes the transmission of current data packet
from i to j∗i . First, the performance index PIij∗i of this selection
is calculated by Eq. (14).

PIij∗i = ωtxt + ωnxn (14)

where xt is the time from i receiving current data packet to j∗i
receiving it, xn is the numbers of data packets carried by j∗i ,ωt
andωn are correspondingweight coefficient. Then activity α
can be updated by Eq. (15).

α =
A

B + (PIij∗i )
κ (15)

where A, B, κ are positive constant. A, B are utilized to limit
the boundaries of α, and κ is used to control the change rate
of α.

In Fig. 2, we use the value of parameters in Table 3 to draw the
functional image of α, which shows the impact of xt and xn. From
Fig. 2, it can be found that α will decrease with the increases of
xt and xn, and functional image of α can be divided into three
parts: slowly descend part, sharply descend part and convergence

part. In slowly descend part, the increases of xt and xn are possible
resulted from that multiple video resource nodes are sending data
packets simultaneously, and these data packets can be forwarded
to other nodes in short time. Therefore, this decrease of α can be
tolerable and be independent of cell performance. In order not to
influence later transmissionprocess, the descent speed ofα is set to
be slow in this part. In sharply descend part, there are unacceptable
increases of xt and xn, which is probably caused by the improper
selection of next-hop node and will result in a degree of delay of
transmission. For the sake of punishing this cell, the α of cell in
this part is set to decrease sharply. In convergence part, the xt and
xn are so large that it will lead to serious delay, which will affect
the efficiency and quality of video transmission badly. Thus the α
of cell in this part tends to 0 to avoid that these cells are selected
in later transmission.

Last,mj can be updated by Eq. (16).

mj = m′

j + (
s(α)

1 + (mj∗i
− mj)2

− d(α)mj + ηj) × ∆t (16)

∆t is V2V communication delay, which is the time from i send-
ing out packet to j∗i receiving this packet. s(α) is the rate coefficient
of producing the cellular activity, and s(α) is the rate coefficient
of degradation. The two functions are both effected by the cellular
activity, and they are defined by Eq. (17).{

s(α) = λ1α
r
+ λ2α

d(α) = α
(17)

where λ1, λ2 and r are real-number constants.

3.4. Routing procedure

Based on the models and algorithms in Section 3, we show the
routing procedure of MRVT-CAS in Fig. 3.

4. Performance evaluation

In Section 4, we give the performance evaluation based on some
comparative simulations. These simulations are achieved in MAT-
LAB with SUMO traffic simulator. We compare video transmission
performance of MRVT-CAS with URAS and GPSR. Through these
simulations under different conditions,we validate thatMRVT-CAS
has better performance in video transmission.

4.1. Simulation scenario and basic model settings

In the simulations, a bi-direction and four lane road which is
8000 m long is considered. The average vehicle speed v̄ is varying
from 10m/s to 37.5m/s, and the vehicle density K is varying from
10 veh/km/lane to 120 veh/km/lane. The different v̄ and K repre-
sent different traffic conditions, including free-flow, unimpeded,
crowded and blocked. The speed of vehicles subjects to normal
distribution with mean v̄ and standard deviation σv = 0.1 ∗ v̄, and
the upper bound of speed is limited to 2∗ v̄. And for fleets, they are
traveling based on Wiedemann car-following model.

In addition, simulation time is 25 s, and total steps of simulation
are 2500, and each vehicle only can forward one packet in a
step. The communication range of each vehicle is 300 m, and the
vehicle-to-vehicle (V2V) communication delay is 10 ms. In order
to ensure the real-time of transmission, we set the survival limit
of the data packets to 5 s, which means the data packets with the
existence time in simulation more than 5 s will be abandoned.
The initial distance between resource node and demand node is
1200 m, and this distance will change with the motion of resource
node and demand node. We use three pairs of resource–demand
nodes communicating simultaneously to consider the influence of
multiple communication links. Each resource node sends 100 data
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Fig. 2. The impact of xt and xn on α.

Fig. 3. Routing procedure of MRVT-CAS.

packets per second in first 20 s of 25 s, so each resource node sends
total 2000 data packets in each simulation.

For video frames, we set the Group of Pictures (GOP) pattern as
‘‘IPPP’’, and each I frame occupying two data packets while each P
frame occupying one data packet. The buffer time of video frame
is 0.1 s, which means demand node will abandon the No.(n + 1)

data packets if the arrival time of No.(n + 1) is more than 0.1 s
later than that of No.(n) (No.(n) and No.(n + 1) are in original
sequence of frames). What is more, the demand will abandon all
data packets of the GOP whose data packets corresponding to the
I frame is missing. We use this situation of transmitting hundreds
data packets with different types of frames per second to simulate
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Fig. 4. The results of DPDR and RD for the second pair resource–demand node.

Fig. 5. The results of DPDR and ARD for three pairs resource–demand node.

Fig. 6. The results of JD for the second pair resource–demand node.

video transmission in IoVs. The other basic model settings for
simulations are given in Table 3.

4.2. Simulation results and analysis

The simulation experiments are conducted for comparing three
routing protocols in VANETs: the proposed MRVT-CAS, the URAS
proposed in early work [19] and GPSR [32]. In order to compara-
tively demonstrate the validation of MAVT-CAS as well as confirm
its strength in terms of the comprehensive performance on the
transmission efficiency and quality, the following performance

Table 3
Basic model settings.
Parameters Values

ωt , ωn in Eq. (14) ωt = 5, ωn = 0.05
A, B and κ in Eq. (15) A = 1, B = 1 and κ = 5
∆t in Eq. (16) ∆t = 0.01
λ1 , λ2 and r in Eq. (17) λ1 = 8, λ2 = 10 and r = 4

indexes are adopted for the comparative evaluation of these three
routing protocols:
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(1) The Data Packets Delivery Ratio (DPDR) that is measured
as the ratio of the number of data packets arriving at the
demandnode to the number of data packets sent by resource
node.

(2) The Average Routing Delay (ARD) that is defined as the av-
erage time from the resource node to demand node among
all the complete resource–demand routing paths.

(3) The Jitter of Delay (JD) that is computed by differencing the
delay of two adjacent data packets arriving at the demand
node.

(4) The Out-of-order Data Packets Loss Ratio (ODPLR) that is
defined as ratio of number of data packets is abandoned be-
cause of arriving out-of-order to the amount of data packets
arriving at the demand node.

(5) Video Frame Transmitted Successfully Ratio (VFTSR) that is
measured as the rate of the number of frames transmitted
successfully to the amount of frames sent by resource nodes.
According to the type of frame, the loss of frames can be
divided into two situations: (1) If data packet of P frame is
lost, it causes only one P frame is lost. (2) If data packet of I
frame is lost, it causes the corresponding GOP is abandoned,
whichmeans demand nodewill lose four frames in this GOP.

4.2.1. Evaluation under specific condition
Firstly, we will describe the evaluation under specific condition

and give some microcosmic results. We set the vehicle density to
80 veh/km/lane and the vehicle speed to 20m/s. The thresholds of
the number of neighbor vehicles TNnv is set to 10. In the following
analysis, the second pair of resource–demand node is taken as an
example to show concrete results of each routing path. In addition,
we give the statistical values of all three pairs.

From Fig. 4, it can be found that the DPDR ofMRVT-CAS is larger
than GPSR and URAS, in addition, ARD of MRVT-CAS is less than
GPSR and URAS. We can intuitively see that MRVT-CAS can receive
around 1800 data packets, while that of URAS is 1400, and that
of GPSR is only 1000. For ARD, it can be found that the delays of
data packets ofMRVT-CAS are in 0.1 s–0.5 s interval, while those of
URAS are in 0.3 s–1 s, and those of GPSR are distributed in 0.1 s–4 s.
Besides, there are regular ups and downs of ARD in Fig. 4(a). That
is because GPSR always selects the closest node to demand node in
communication range, and this closest node is possible changeless
in short time. So it causes this closest node accumulate many data
packets, and the delays of the later data packets increase linearly.
Until some packets reach survival limit 5 s or the closest node
changes, this congestion can be relieved, and the delays of the
later data packets will decrease linearly. In addition, there are also
slight ups and downs of ARD in Fig. 4(b). Because when there
is congestion in some nodes, the selected possibilities of these
node are updated until data packets passing through these nodes
arrive demand node. This delay of information updated causes that
many nodes in congestion still be selected, which results in more
serious congestion and delay. On the contrary, there are few ups
and downs of ARD in Fig. 4(c). That is because that we take into
consideration several motion and communication parameters by
combining TOPSIS and the entropy method. When some nodes
are in congestion, their scores determined by TOPSIS are low, and
they cannot be selected into candidate set. After the current data
packet is forwarded to next-hop node from node in congestion,
the cell activity of the node is updated immediately. This real-
time feedback process not only eases congestion but reduces the
influence of congestion on the later data packets.

In Fig. 5(a), we give the statistic results of DPDR among three
pairs of resource–demand node. In this simulation, our proposed
MRVT-CAS achieves about 94.0% of DPDR on average, which is
larger than those of GPSR (49.9%) and URAS (about 83.5%). Fig. 5(b)
shows the ARD results achieved by GPSR, URAS and MRVT-CAS, in

Fig. 7. The results of JD for three pairs resource–demand node.

addition, the length of error bars is used to present the standard
deviation of ARD. As shown in 5(b), MRVT-CAS achieves 0.219 s
on average among three pairs of resource–demand nodes, which
is less than those of GPSR (about 1.055 s) and URAS (0.861 s). The
similar conclusion can also be drawn that MRVT-CAS achieves less
standard deviation (about 0.228 s), while that of GPSR is 0.773 s
and that of URAS is 0.621 s. The results of DPDR and ARD show
that MRVT-CAS has better reachability performance in condition
of multiple communication links, and it can guarantee the delivery
rate while minimizing the time cost.

Jitter of Delay (JD) is a vital important stability index of com-
munication in IoVs, and the large JD causes that the information
received by demand node is intermittent. Fig. 6 shows the JD of
every two adjacent data packets arriving at the demand node in
the second pair of resource–demand nodes. It can be found that JD
of MRVT-CAS is obviously less than that of GPSR and URAS. Fig. 7
shows the statistical results of JD achieved by above three routing
protocols. We can see that MRVT-CAS achieves about 0.0107 s of
JD on average, while that of GPSR is 0.0202 s and that of URAS is
0.0122 s. The results show that MRVT-CAS has better stability than
GPSR and URAS.

Because IoVs is a fast changing topology, the arrival order of
data packets is usually not the same as original order. This phe-
nomenon influences decode process of demand node and affects
the quality of video transmission in IoVs. The data packets whose
arrival order is later than original order are regarded as ‘‘out-of-
order data packet’’. As mentioned in Section 4.1, demand node will
abandon the No.(n+1) data packet if the arrival time of No.(n+1)
ismore than 0.1 s later than that ofNo.(n) (No.(n) andNo.(n+1) are
in original sequence of frames). According to the results in Fig. 6,
it can be found that the maximum of JD is not more than 0.1 s, so
these abandoned data packets are all ‘‘out-of-order data packet’’. In
this simulation, arriving time and ODPLR are used to evaluate the
performance of avoiding disorder of data packets. In Fig. 8, x-axis
is the original sequence of VDP, and y-axis is their arriving time.
It can be found that the result of MRVT-CAS is more fitted by a
straight line than those of GPSR and URAS, which shows MRVT-
CAS has better performance of keeping sequentially of data packets
intuitively. Fig. 9 illustrates that MRVT-CAS loses 4.1% of received
data packets because of out-of-order arriving order, which is less
than that of GPSR (about 31.5%) and that of URAS (about 7.5%).
As shown in analysis of DPDR, the low reachability performance
of routing protocols results in loss of data packets, and these data
packets are set as the set LDP1. As shown in analysis of ODPLR, the
out-of-order sequence also results in loss of data packets, and these
data packets are set as the set LDP2. Original data packets of each
resource node is set as IDP , then the remainder data packages pro-
vided to the decoder of demand node is REDP = IDP−LDP1−LDP2.
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Fig. 8. The results of arriving time for the second pair resource–demand node.

Fig. 9. The results of ODPLR for three pairs resource–demand node.

The loss of data packets results in the loss of video frames related
to LDP1 and LDP2. Based on the hypothesis of simulation, if the data
packet of the P frame is lost, it only affects the P frame, but it affects
the whole GOP if the data packets of I frame are lost. Fig. 10 shows
the results of VFTSR achieved byMRVT-CAS, URAS andGPSR,which
evaluate the influence of different routing protocols on decoded
video frames. In Fig. 10, the blue part represents the percentage of
I frame, the orange red part represents the percentage of P frame,
and the line y = 0.25 represents the initial proportion of I frame
in video stream. It can be found that the VFTSR result of MRVT-
CAS is about 80.7%, including 21.0% I frame and 59.7% P frame. The
VFTSR result of URAS is 67.4%, including 17.8% I frame and 49.6%
P frame. The VFTSR result of GPSR is 13.1%, including 4.7% I frame

and 8.4% P frame. The results of VFTSR illustrate that MRVT-CAS
has better performance of restoring video stream in this simulation
than URAS and GPSR.

4.2.2. Evaluation under different thresholds of the number of vehicle
in candidate set

In order to research influence of difference thresholds of the
number of vehicle in candidate set TNnv to performance of MRVT-
CAS, we set TNnv to vary from 1 to the number of neighbor vehicles
|Vi| (the average value is about 95). Here, the vehicle density is
80 veh/km/lane and the vehicle speed is 20 m/s.

Fig. 11 shows the changing of α when TNnv is 3, 10, 50 and |Vi|.
We can intuitively see that TNnv significantly affects the cell activity
α. Additionally, we select ten values of TNnv(1, 3, 7, 10, 20, 35, 50,
65, 80, |Vi|) to show statistical results of influence of TNnv to cell
activity α and MRVT-CAS performance.

Fig. 12 shows the results of average cell activity under different
TNnv . It can be found that average cell activity is lowwhen TNnv is in
interval [1, 7]. Especially, MRVT-CAS achieves only 0.29 of average
cell activitywhen TNnv is 1. That is because the nodes offered to the
process of next-hop selection based on cell attractor selection are
too little when TNnv is vital small, which weakens the performance
of the CASM inMRVT-CAS. On the contrary, MRVT-CAS can achieve
0.93 of average cell activity over the interval [10, 35]. That is
because TOPSIS and CASM canworkwell collaboratively under this
condition. TOPSIS selects proper number of vehicles to construct
VCi and CASM selects the next-hop node with high performance
in VCi. Moreover, increasing TNnv leads to decreasing average cell
activity in the interval [35, |Vi|]. Especially, MRVT-CAS achieves
only 0.58 of average cell activity when TNnv is |Vi|, which results
form that TOPSIS cannot play a role under this condition.

Fig. 10. The results of VFTSR for three pairs resource–demand node.
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Fig. 11. The changing of α under different TNnv .

Fig. 12. The average cell activity under different TNnv .

Fig. 13 shows the video transmission performance ofMRVT-CAS
under different TNnv . From Figs. 13(a) and 13(b), it can be found
that the increasing TNnv in the interval [1, 10] leads to increasing
of DPDR and decreasing of ARD, which results from that too small
TNnv brings about inoperative of CASM in MRVT-CAS, but with the

increasing of TNnv , more nodes in high performance selected by
TOPSIS can be offered to CASM, and the real-time feedback based
on CASM guarantees the reachability and low delay of MRVT-CAS.
On the contrary, increasing TNnv in the interval [20, |Vi|] leads
to decreasing of DPDR and increasing of ARD. That is because
TOPSIS is ineffective when TNnv is too large, which causes that the
next-hop node selected by CASM may not have good motion and
communication performance.

FromFig. 12, the standard deviation of cell activity is largewhen
TNnv is very small and very large, which means there is a lot of
randomness in selection of next-hop node under these conditions.
Additionally, this randomness leads to great instability in video
transmission. As shown in Fig. 13(c), MRVT-CAS achieves 0.0280
s of JD when TNnv is 1 and 0.0245 s of JD when TNnv is |Vi|, while JD
is only 0.0107 s when TNnv is 10. Moreover, this randomness also
results in that some data packets are lost because of out-of-order
arriving order. As shown in Fig. 13(d), MRVT-CAS loses 28.27% of
received data packets when TNnv is 1 and 13.60% when TNnv is |Vi|,
while ODPLR is only 4.10% when TNnv is 10.

Fig. 13(e) shows the results of VFTSR under different TNnv , it
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Fig. 13. The video transmission performance of MRVT-CAS under different TNnv .

can be found that TNnv greatly affects the quality of video received
by demand node. Over the interval [1, 3], MRVT-CAS only achieves
13.1% of VFTSR on average. Additionally,MRVT-CAS achieves 57.6%
of VFTSR within [50, |Vi|]. On the contrary, MRVT-CAS can obtain
73.2% of VFTSR in [10, 50).

4.2.3. Evaluation under different traffic conditions
In order to evaluate performance of MRVT-CAS in difference

traffic conditions, we take into consideration several different traf-
fic flows. Here, the threshold of the number of vehicle in candidate
set TNnv is 10. The average vehicle speed v̄ and the vehicle density
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Fig. 14. The diagram of v̄ and K .

K are determined by Greenshields [33] model in Fig. 14, and the
model is shown as Eq. (18).

v̄ = 40 ∗ (1 −
K
160

) (18)

In the following analysis, we select four kinds of traffic flows in
Fig. 14 to evaluate performance of GPSR, URAS and MRVT-CAS.

The results of DPDR and ARD are shown in Fig. 15. We can
find the increasing vehicle density leads to increasing DPDR and
decreasing of GPSR, URAS and MRVT-CAS, which represents that
a traffic network with a large density can better guarantee the
reachability of routing protocols. That is because that large ve-
hicle density enables more nodes with high performance can be
selected, on the contrary, small vehicle density may cause all
candidate nodes are in congestion. Moreover, the DPDR results of
MRVT-CAS under these four traffic conditions are all better than
those of GPSR and URAS. Specially, when vehicle density is 10
veh/km/lane, the advantage of MRVT-CAS relative to GPRS and
URAS is vital obvious. Under this traffic condition, MRVT-CAS can
achieve 81.2% of DPDR while that of URAS is 53.9% and that of
GPSR is only 32.5%. GPSR always selects the closest node to demand
node in communication range, and this closest node is possible
changeless in long time when vehicle density is very low. This
phenomenon results in serious congestion in some nodes, and
massive packets cannot be transmitted within survival limit. For
URAS, it achieves 2.1 s of ARD under this traffic condition, which
represents the possibilities of the nodes in current routing path
are updated about two seconds after current routing path starting.

Fig. 15. The results of DPDR and ARD under different traffic conditions.

Fig. 16. The results of JD and ODPLR under different traffic conditions.
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Fig. 17. The results of VFTSR under different traffic conditions.

This delay results in improper selection of next-hop node and
exacerbates the congestion of some nodes with low performance,
which causes low reachability performance of URAS finally.

The results of JD and ODPLR are shown in Fig. 16. It can be
found that the increasing vehicle density leads to decreasing JD and
ODPLR, which represents that the dense traffic flow can improve
stability of GPSR, URAS and MRVT-CAS. Additionally, over the
interval [10,120](veh/km/lane), our proposed MRVT-CAS achieves
0.012 s of JD on average, which is smaller than those of URAS
(about 0.015 s) and GPSR (about 0.023 s). Moreover, MRVT-CAS
also obtains the lowest ODPLR that is 5.1% on average, while that
of URAS is 10.9% and that of GPSR is 29.1%.

In Fig. 17, we give the results of VFTSR achieved under differ-
ent traffic conditions. It can be found that the traffic condition
significantly affects the performance of these routing protocols.
The results in Fig. 17 imply that a denser traffic network poten-
tially decreases the frame loss rate of GPSR, URAS and MRVT-CAS.
Moreover, over the interval [10,120](veh/km/lane), our proposed
MRVT-CAS achieves 73.9% of VFTSR on average (including 19.6%
I frame and 54.3% P frame), which is larger than those of URAS
(about 57.5%, including 15.3% I frame and 42.2% P frame) and GPSR
(about 11.8%, including 4.4% I frame and 7.4% P frame). Especially,
even under a high mobility traffic network (vehicle density is 10
veh/km/lane and average vehicle speed is 37.5m/s),MRVT-CAS also
can achieve 61.2% of VFTSR, while that of URAS is 37.2% and that
of GPSR is 8.7%. This advantage of frame loss rate benefits from
the real-time feedback based on cell attractor selection, which can
make full use of current VANET resources, and assign tasks of data
packets transmitting to nodes in current VANET reasonably and
efficiently.

5. Conclusion

In this paper, we have proposed a multi-hop routing protocol
for video transmission in IoVs based on cellular attractor selection,
which is named as MRVT-CAS. First, we design a method of video
data packets generation. Then we combine TOPSIS with entropy
weight method to construct candidate set of next-hop node selec-
tion. Third, we use CASM to select next-hop node in candidate set.
Specifically, we present a real-time feedbackmethod based on per-
formance of next-hop selection process to enhance MAVT-CAS’s
self-adaptability and robustness for video transmission in IoVs.
Finally, our comparative simulation results have demonstrated
that MRVT-CAS has better performance for video transmission in
IoVs than GPSR and our previously proposed URAS in terms of
reachability, delay, stability and frame loss rate.
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